Using Data Mining to Explore Complex Clinical Decisions: A Study of Hospitalization After a Suicide Attempt


Background: Medical education is moving toward developing guidelines using the evidence-based approach; however, controlled data are missing for answering complex treatment decisions such as those made during suicide attempts. A new set of statistical techniques called data mining (or machine learning) is being used by different industries to explore complex databases and can be used to explore large clinical databases.

Method: The study goal was to reanalyze, using data mining techniques, a published study of which variables predicted psychiatrists’ decisions to hospitalize in 509 suicide attempters over the age of 18 years who were assessed in the emergency department. Patients were recruited for the study between 1996 and 1998. Traditional multivariate statistics were compared with data mining techniques to determine variables predicting hospitalization.

Results: Five analyses done by psychiatric researchers using traditional statistical techniques classified 72% to 88% of patients correctly. The model developed by researchers with no psychiatric knowledge and employing data mining techniques used 5 variables (drug consumption during the attempt, relief that the attempt was not effective, lack of family support, being a housewife, and family history of suicide attempts) and classified 99% of patients correctly (99% sensitivity and 100% specificity).

Conclusions: This reanalysis of a published study fundamentally tries to make the point that these new multivariate techniques, called data mining, can be used to study large clinical databases in psychiatry. Data mining techniques may be used to explore important treatment questions and outcomes in large clinical databases and to help develop guidelines for problems where controlled data are difficult to obtain. New opportunities for good clinical research may be developed by using data mining analyses.

(J Clin Psychiatry 2006;67:00–00)
model, experienced physicians were the ones who provided the best medical care since they had accumulated wisdom through years of making mistakes and learning from them. In the evidence-based paradigm, younger physicians appear to be more up-to-date and provide the best medicine, according to more recent medical guidelines. In the traditional medical system, experience was of value; in the new medical system, the ability to update yourself is a fundamental asset, so you are not left behind.

GUIDELINES USING EVIDENCE-BASED APPROACH

Clinical Guidelines

The use of clinical guidelines is a major development that should be welcomed, but it is naive to think that the guidelines are free of problems. Three major problems are that (1) the results of well-controlled studies using the experimental method do not always translate well to the complex clinical world (efficacy vs. effectiveness); (2) there are no well-controlled clinical experiments that can be used to set guidelines for many of the most important clinical decisions; and (3) the experts developing the guidelines may have major philosophical and experiential differences with the busy clinicians trying to implement them.

Guidelines for Hospitalization After a Suicide Attempt

Suicide is a fundamental area of clinical practice in psychiatry, but the available published information that can be reviewed for developing evidence-based guidelines is somewhat limited. Suicide’s complex nature and the ethical issues involved make it difficult to conduct “clinical” experiments. Many guidelines have been designed for suicide assessment, but none are universally accepted. There are 2 major reasons: ethical (it would be hard to justify experimental designs when the patient’s life is in danger) and also methodological. The typical experimental approach works by designing an experiment that tests for a unique hypothesis by controlling any other confounding variables and using significance testing to rule out hypothesis results that may be explained by chance. As the risk of completed suicide is probably determined by many clinical variables, isolating only one clinical variable and testing it with an experimental design may not be terribly helpful. A 30-year-old article that is probably the first attempt to develop guidelines for hospitalization after a suicide attempt illustrates the problem of developing guidance in this area. The authors consulted a committee of U.S. academic experts and asked them to develop guidelines for hospitalization, and then they tested the guidelines with 248 suicide attempters at a U.S. hospital. According to the expert guidelines, all 248 attempters should have been hospitalized, but 127 attempters (51%) were discharged by the psychiatry residents. If one looks at these guidelines from the point of view of the clinician, one would think that the experts were the ones that made the mistake, erring too much on the side of safety.

Using Traditional Statistics to Explore Psychiatrists’ Decisions to Hospitalize in the Real World

A clinician may defend another approach before developing any expert guidelines. One needs to know which variables are influencing clinician judgment in hospitaliza-
ing patients after a suicide attempt and to consider these variables when developing new guidelines. We took that approach in one study that included a large sample of 509 patients assessed by psychiatrists, who used an interview including 47 clinical variables and a 15-item suicide scale.25 Two research psychiatrists (E.B.G. and J.dL.), who work as clinicians, have research training, and are familiar with statistics, developed statistical models to explore which variables predicted hospitalization.

One variable was considered to be clinically relevant, and 4 statistical models were developed (Table 2 and Figure 1). First, the association of the dependent variable, hospitalization (yes vs. no, or hospitalization vs. discharge), with any of the 47 clinical variables was initially explored by means of 2-way cross tabulations for univariate analyses. This provided 32 significant variables with p values < .05. Odds ratios (ORs) were used as a measure of the strength of the association and their 95% confidence intervals (CIs) were computed. The variable “intend to repeat attempt” had high specificity.

Significant variables were then included as independent variables in a multivariate logistic regression that used hospitalization as the dichotomous dependent variable. The logistic regression provided adjusted ORs for the independent variables and reduced the significant variables to 11. The second model followed the idea of prior algorithms developed to assess imminent suicide risk12–14; a psychiatric decision tree (a simpler version of an algorithm) was developed using only the 3 most important variables of the logistic regression model (Figure 1).

The third model did not provide better results. This model included the 15 items on the suicide scale in a logistic regression. The fourth model did not provide better results. This model included the total scale score in a receiver operating characteristic (ROC) analysis considering the best equilibrium between sensitivity and specificity. Abbreviation: SIS = Beck’s Suicidal Intent Scale.

Table 2. Classification of Subjects Using Traditional Statistics and Data Mining

<table>
<thead>
<tr>
<th>Method</th>
<th>Subjects Correctly Classified, %</th>
<th>Sensitivity: True Positive Rate, %</th>
<th>Specificity: True Negative Rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional statistics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Univariate analysis: 1 clinical variable (intend to repeat attempt)</td>
<td>88</td>
<td>63</td>
<td>92</td>
</tr>
<tr>
<td>Logistic regression: 11 clinical variables (11 significant from a total of 46 variables)</td>
<td>83</td>
<td>81</td>
<td>91</td>
</tr>
<tr>
<td>Decision tree: 3 clinical variables (3 selected from 11 significant variables)</td>
<td>77</td>
<td>82</td>
<td>27</td>
</tr>
<tr>
<td>Logistic regression: 8 SIS items (8 significant from a total of 15 SIS items)</td>
<td>74</td>
<td>85</td>
<td>59</td>
</tr>
<tr>
<td>ROC analysis: SIS total score</td>
<td>72</td>
<td>69</td>
<td>70</td>
</tr>
<tr>
<td>Data mining</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forward selection: 5 first variables</td>
<td>99</td>
<td>99</td>
<td>100</td>
</tr>
</tbody>
</table>

*Patients met 2 characteristics: plan to use lethal method and 1 of 2 variables (prior attempt during the last year or GAF score < 51). Abbreviation: GAF = Global Assessment of Functioning.

A Review of Data Mining

Clinicians may not be familiar with data mining, a group of techniques that are not yet being used in psychiatric literature. Other equivalent or related terms are “machine learning” or “knowledge discovery in databases.” In spite of their lack of awareness, clinicians need to know that their personal and family data are subject to data mining since many industries rely on data mining. The list of industries includes marketing, manufacturing,
database providers, the travel industry, banking, telecommunications, engineering, and even the government. The common theme of these industries is that they have massive amounts of information collected in different ways. In order to maximize the usefulness of the information, they use software to search for patterns and trends. The goal is to reduce complexity and extract or "mine" as much relevant and useful information as possible.

Thus the term data mining was adopted by computer scientists in the early 1990s and can be defined in a technical way such as "algorithmic and database-oriented methods that search for previously unsuspected structure and patterns in data" or "the science of searching large bodies of data seeking interesting patterns and structures." Thus data mining is "a child of the computer age," a direct consequence of the popularization of computers and the storage of large bodies of data. Data mining is an eclectic discipline that uses ideas and tools from many disciplines. There are some reviews commenting on the potential of data mining for the pharmaceutical industry or nursing but very limited information related to medicine. Two major applications for data mining in medicine are the mining of the medical literature and of patient databases.

Data mining techniques are based on solid statistical principles. However, its approach to a particular problem is different from traditional statistics. While traditional statistics emphasizes inference and estimations, data mining emphasizes the fulfillment of a task such as classification, estimation, or knowledge discovery. Data mining is almost always done in a retrospective way, using data from naturalistic observations, and does not involve consideration of experimental design. As it happens in this study, the researchers conducting data mining may not be familiar with the meaning of the data. The fact that somebody with no medical knowledge looks for patterns in patient databases may be somewhat "unsettling" for clinicians, but the data mining experts would point out that their lack of knowledge minimizes the biases, while the clinician researcher might unconsciously have decided what results he/she expects to obtain. The machine learning multivariate methods are totally blind and unbiased.

Traditional statistics distinguishes between testing hypotheses and generating hypotheses. Hypothesis-generating methods, or exploratory data analyses, have also been used by traditional statisticians. Data mining can be seen as a hypothesis-generating method, but the introduction of statistical learning makes the approach different from traditional exploratory data analyses. Moreover, there is a completely different philosophical approach within the framework of interpreting scientific exploration.

The goal of the study was to determine which variables predicted psychiatrists’ decisions to hospitalize patients in a large sample of suicide attempters who were assessed in the emergency department of a Spanish general hospital. The results, using traditional statistics performed by clinician researchers, have already been published. This time, data mining techniques were applied to reanalyze the data, showing substantially different results.

METHOD

Brief Sample Description

The original study was approved by the hospital’s Institutional Review Board and is thoroughly described above. It was conducted in a general hospital within the Spanish National Health System that provides medical coverage for all emergencies in a catchment area of 500,000 people in Madrid, Spain. Suicide attempts were defined according to the definition given by the National Institute of Mental Health. The study sample, recruited between 1996 and 1998, comprised 539 people over the age of 18 years (mean ± SD age was 35.9 ± 14.4 years) who had attempted suicide. The structured patient assessment included clinical chart diagnoses; 47 clinical variables obtained from the literature; and a suicide scale, Beck’s Suicidal Intent Scale (SIS).

Thirty of the 539 attempters were initially hospitalized in medical units before psychiatrists became involved. The remaining 509 patients were included in the statistical analysis and were divided in a dichotomous way according to the psychiatrists’ decisions: 196 (39%) were hospitalized in the psychiatric unit and 313 (61%) were discharged from the emergency room.

Data Mining

The method that followed in applying machine learning techniques to this study can be defined as building an artificial classification problem. The variable to be classified, or learned, is the decision of the clinician of whether or not patients who have attempted suicide were hospitalized. The method used in this task attempts to determine the most relevant variables in the classification task, i.e., those that predict classification with the greatest accuracy (Figure 2).

Feature selection methods were used to rank the different variables according to their relevance to an artificial classification performance problem that emulates the psychiatrist’s decision-making. This classification performance was conducted by an automatic decision system: in summary, a computerized system.

There are 2 types of feature selection methods: filter and wrapper methods. The filter methods use a discrimination criterion to rank the variables according to some relevant criterion, taken individually for each of the features. These methodologies do not take into account the possible collinearity among variables. Thus, the ranking is carried out without using information about
First, each of the 4 filter methods was used to establish the top 20 variables that predicted hospitalization versus discharge. Table 4 describes only the top 10 of the 20 variables selected by each filter method. Second, the 2 wrapper methods were used to rank the 20 variables selected by the filter methods according to their ability to classify patients as hospitalized. The Forward Selection method provided an accumulative measurement of accuracy of classification using the database (the accuracy with the first variable was 96.5%; with each additional variable added, the accuracy got closer to 100%). Random Forest, based on resampling techniques, provided the variable importance as well as the identification of the outliers and the correlation between the variables (data not presented). Table 5 describes the top 10 variables selected by the 2 wrapper methods, compared with the top 10 variables (out of a total of 11) selected by the logistic regression model that was previously published.25

### RESULTS

**Filter Methods**

The 4 filter methods showed similar most important variables associated with hospitalization (Table 4). Consuming drugs during the attempt was the first variable for 3 methods and fourth for the other. Lack of family support was first in 1, second in another, and fourth in 2 others. Consuming alcohol during the attempt was the second variable for 2 methods, fourth for another, and sixth for another. Intent to repeat the attempt was third for 2 methods and fifth for the other 2 methods.

**Wrapper Methods**

The 2 wrapper methods showed a common top variable: consuming drugs during the attempt (Table 5). To select the final model, sensitivity and specificity were reviewed. Different combinations of the top 5 variables of the Forward Selection method (drug consumption during the attempt, relief that the attempt was not effective, lack of family support, being a housewife, and family history of suicide attempts) reached an almost perfect discriminative power with 99% of the subjects correctly classified. These results are remarkably better than the attempts made by research psychiatrists using traditional statistics (Table 2).

### DISCUSSION

According to the data mining methods, the main variables associated with the clinician’s decision to hospitalize a patient after a suicide attempt are related to drug or alcohol consumption during the attempt, lack of family support, and attitude toward the attempt (criticism and intention to repeat). When using traditional statistical methods, drug or alcohol consumption during the attempt were
not considered since they were not significant in the univariate analyses. The OR explored for the combination of alcohol or drug consumption during the attempt was 1.3 (95% CI = 0.84 to 1.1, p = .26). The individual OR (OR for alcohol consumption during the attempt and for drug consumption during the attempt) was not explored in the first analysis using traditional methods but provided no better results regarding significance.

Once the database was cleaned by a psychiatric researcher, researchers with no psychiatric knowledge used data mining techniques to provide a better way of classifying subjects (in this case, hospitalized suicide attempters). The percentage of subjects correctly classified by traditional statistical methods was between 72% and 88%, with a best result of 88% using only 1 variable. Data mining methods combining the top 5 variables had a 99% classificatory accuracy. This marked improvement in classification suggests that psychiatric researchers and clinicians need to pay attention to these new multivariate techniques called data mining.

Another important message is that large complex clinical databases can be explored using data mining.

Table 3. Six Feature Selection Methods Used for Data Mining in this Article

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter methods</td>
<td>These methods try to find the most relevant variables for separating the samples according to another variable or class. In this case, the class will be hospitalization or not.</td>
</tr>
<tr>
<td>Fisher’s Discriminant</td>
<td>A ranking mechanism based on linear separation criteria. Looks for the maximum of the ratio between the distance between the means $\mu_0$ and $\mu_1$ of the classes (0 and 1) and the sum of the variances ($\sigma_0^2$ and $\sigma_1^2$).&lt;sup&gt;a&lt;/sup&gt; For each feature this ratio is computed and then used to set the ranking.&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Kolmogorov-Smirnov Test</td>
<td>Based on the greatest distance between the probability distribution functions of 1 feature including both classes and the same feature of the positive class.&lt;sup&gt;2&lt;/sup&gt; The probability distribution is obtained by means of the empirical distribution function, e.g., the one that assigns the same probability for each sample.&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mutual Information Discriminant</td>
<td>Ranks the variables depending on their relevance by measuring Mutual Information between each of the variables and the class to which they belong. According to Shannon’s Information Theory, Mutual Information ($I(X,Y)$) is a natural way of measuring the degree of knowledge of a variable (in this case the class $X_i$ and $Y$) that can be obtained from another variable.&lt;sup&gt;4&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recursive Feature Elimination</td>
<td>Consists in the iterative elimination of the variable that conveys the smallest variation in the margin obtained by a support vector machine. The features are then sorted according to their importance, but no objective ranking is obtained. This method cannot be considered as a pure filter method since a support vector machine classifier needs to be trained.&lt;sup&gt;5&lt;/sup&gt; Recursive Feature Elimination is able to find nonlinear associations in the data when an appropriate kernel function is used in the support vector machine.</td>
</tr>
<tr>
<td>Wrapper methods</td>
<td>These methods use the classification performance of the variables as a criterion to choose the most discriminative variables.</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Builds an ensemble of weak classifiers using resampling techniques. Normally, these classifiers are simple decision trees, although any classifier can be used. Random Forest selects random sets of variables to train the classifiers using a new sample set randomly from the original training set. In this way, Random Forest assigns an importance to each feature based on its usefulness for separating the classes in the whole set of classifiers.&lt;sup&gt;4&lt;/sup&gt;</td>
</tr>
<tr>
<td>Forward Selection</td>
<td>Consists in the iterative addition of features as long as they improve the classification performance. At step 1, the variable that provides the best cross-validation accuracy of the support vector machine classifier is chosen. At step 2, any new variable that, together with already chosen variables, provides the best accuracy is selected. This procedure is repeated until the desired number of variables is reached. Thus, the set of variables is built by a growing procedure and ranked according to their order of appearance.&lt;sup&gt;8&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Formula: $\rho(i) = \frac{(\mu_1 - \mu_0)^2}{\sigma_1^2 + \sigma_0^2}$

<sup>b</sup>Based on Fukunaga. 37

<sup>c</sup>Formula: $KS(i) = \sqrt{\text{LSD}(\hat{P}(X_i \leq x) - \hat{P}(X_i \leq x, Y = 1))}$

<sup>d</sup>Formula: $I(X_i, Y) = H(X_i) - H(X_i | Y) = H(Y) - H(Y | X_i)$$I(X_i, Y) = h(X_i) - h(X_i | Y) = h(Y) - h(Y | X_i)$

where $H(\cdot)$ is the entropy and $h(\cdot)$ is the differential entropy. $H(X) = -\sum_{x \in X} p_X(x) \log p_X(x)$ $h(X) = -\int p_X(x) \log p_X(x) \, dx$

The conditional entropy $H(X_i | Y)$ in the first formula is: $H(X_i | Y) = \sum_{k=1}^{N_c} p_Y(Y = c_k) H(X_i | Y = c_k)$ $= -\sum_{k=1}^{N_c} \sum_{x \in X_i} p_{X_i,Y}(x, Y = c_k) \log p_{X_i,Y}(x | Y = c_k)$

where $N_c$ is the number of classes.

<sup>e</sup>Based on Vapnik. 32

<sup>f</sup>Based on Breiman. 31

<sup>g</sup>Based on Guyon and Elisseeff. 36
### Table 5. Description of the Top 10 Variables Taken From the 20 Obtained by 2 Wrapper Methods and Comparison With the Top 10 Variables Identified by Logistic Regression

<table>
<thead>
<tr>
<th>Rank</th>
<th>Forward Selection</th>
<th>Accumulative Accuracy, %</th>
<th>Random Forest</th>
<th>Published Logistic Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Variable</strong></td>
<td></td>
<td><strong>Variable</strong></td>
<td><strong>Variable</strong></td>
</tr>
<tr>
<td>1</td>
<td>Consuming drugs during attempt</td>
<td>96.5</td>
<td>Consuming drugs during attempt</td>
<td>72.8</td>
</tr>
<tr>
<td>2</td>
<td>Relief that attempt was not effective</td>
<td>97.8</td>
<td>Consuming alcohol during attempt</td>
<td>47.1</td>
</tr>
<tr>
<td>3</td>
<td>Lack of family support</td>
<td>98.7</td>
<td>Lack of family support</td>
<td>34.7</td>
</tr>
<tr>
<td>4</td>
<td>Being a housewife</td>
<td>99.1</td>
<td>Treatment for medical problems</td>
<td>18.7</td>
</tr>
<tr>
<td>5</td>
<td>Family history of suicide attempts</td>
<td>99.3</td>
<td>Estimated patient reliability</td>
<td>17.1</td>
</tr>
<tr>
<td>6</td>
<td>Overt communication of intent</td>
<td>99.1</td>
<td>Intent to repeat attempt</td>
<td>16.3</td>
</tr>
<tr>
<td>7</td>
<td>History of depression</td>
<td>98.9</td>
<td>Assessed by a psychiatry resident</td>
<td>15.4</td>
</tr>
<tr>
<td>8</td>
<td>GAF score &lt; 51 before attempt</td>
<td>98.7</td>
<td>Critique of attempt</td>
<td>14.2</td>
</tr>
<tr>
<td>9</td>
<td>Precaution against discovery/intervention</td>
<td>99.1</td>
<td>Visualization of death</td>
<td>14.2</td>
</tr>
<tr>
<td>10</td>
<td>Being a student</td>
<td>98.9</td>
<td>Using a lethal method</td>
<td>12.2</td>
</tr>
</tbody>
</table>

- **a**The forward selection method provides an accumulative measurement of accuracy of classification using the database (the accuracy with the first variable was 96.5%, and with each additional variable added the accuracy got closer to 100%).
- **b**Random Forest, based on resampling techniques, provided the variable’s importance (maximum 100 and minimum 0). The importance is a normalized (in respect to its typical deviation) value.
- **c**Odds ratios (ORs) are in order according to importance. An OR < 1 indicates decrease of risk. The absence of that variable is associated with increase OR. An OR = 0.30 for realistic perspective on the future after the attempt corresponds to an OR = 3.3 for lacking realistic perspective on the future after the attempt. The inverse of an OR = 0.33 is 3.0, of an OR = 0.36 is 2.8, and of an OR = 0.45 is 2.2.
- **d**This variable was associated with discharge. The absence of this variable was associated with hospitalization.
- **e**Clinician’s confidence in his or her inference about objective SIS questions.
- **f**Additional item included in the Suicide Intent Scale (SIS) but not used for total score.
- **g**Critique of performing attempt (wrong solution) or of the motive (wrong motive).

Abbreviation: GAF = Global Assessment of Functioning.
techniques to answer important clinical questions that evidence-based guidelines cannot answer properly since there are limited controlled data. Clinicians need to begin to consider clinician-friendly ways of recording data using simple and reliable computerized assessment of their patients so that large databases can be built. These large databases can be studied using data mining techniques to explore effectiveness of treatment. Similarly, clinical trial databases can be studied with data mining to provide other clinical answers besides the original question that led to the clinical trial. These may be ways of approximating efficacy, effectiveness, and clinical practice and improving evidence-based guidelines. Complex clinical problems such as suicide, where evidence-based data are difficult to obtain, are the ones that will benefit more from studying good naturalistic clinical databases.

Limitations

Individual clinical decisions for each patient were not studied, but statistical analyses (first, traditional multivariate methods and, in this second article, data mining methods) were used to indirectly explore which clinical variables appear to better explain the clinical decision; it would be the equivalent of using statistical models that mimic the “ideal” clinician behind all individual physicians involved in the treatment of those patients.

Some may consider that reanalyzing previously published data is a limitation. However, in our opinion this is the only way to test and compare 2 different ways of using statistical methods to study a complex clinical problem. Moreover, the main goal of this article is not to demonstrate that the second set of analyses (data mining) is more valid than the first set of analyses. To prove that the second set of analyses are valid, one needs to replicate them, but different hospitals and physicians may produce different results. This is how clinical decisions work in the real world; clinical decisions do not follow the approach of experimental studies. The accumulation of information concerning how hospitalization decisions are currently made in the clinical world may help to shape guidelines in an area where more controlled data are missing and are unlikely to be obtained in the future. Additionally, the main goal of this article is not to defend the validity of the results but to use them as a way to present to clinicians a new exploratory data technique.

Similarly, one can argue that analyzing data by using data mining techniques without psychiatric knowledge is a limitation. However, this may also be considered an advantage, since it minimizes the biases that the researcher might unconsciously cause because he/she has previously decided what results he/she expects to obtain. The multivariate methods described above are totally blind and unbiased. More importantly, data mining techniques provided a better way of understanding the statistical nature of the clinical decision than those based in traditional statistics.

In summary, this reanalysis of a study of hospitalization after a suicide attempt fundamentally tries to make the point that a new set of multivariate techniques, called data mining, can be used to study large clinical databases in psychiatry. Data mining techniques may be used to explore important treatment questions and outcomes in large clinical databases and to help develop guidelines for problems where controlled data are difficult to obtain. The potential of data mining is highlighted by the better classification of subjects obtained by these methods versus that obtained by traditional statistics performed by psychiatric researchers familiar with traditional multivariate methods. Psychiatric researchers and clinicians may need to get familiar with data mining and consider collaborating with experts familiar with that set of techniques. Large detailed clinical databases may have new value as potential material for machine learning researchers. New opportunities for good clinical research may be presented by using data mining analyses’ computer methods to emulate clinicians as they deal with complex problems using complex sets of variables, as clinicians usually do in their daily practices.
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