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Evasion Attacks:
A Attacks at test time.

A The attacker aims to find the blind spots an
weaknesses of the ML system to evade it.

PoisoningAttacks:

.@. A Compromise data collection.

N A The attacker subverts the learning process.

DANGER A Degrades the performance of the system.
poisoN = A Can facilitate future evasion.




Evasion Attacks
a.k.a. Adversarij Exmples
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Evasion Attacks
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Task: Spam filtering. Classifier: LSTM. Original label: 100% Spam. New label: 89% Non-Spam.

Text: your appheatien petition has been aceepted recognized thank you for your {ean borrower request
petition , which we recieved yesterday , your refinanee subprime appheation petition has been aeeepted
recognized good credit or not , we are ready to give you a $ oov loan , after further review , our lenders
have established the lowest monthly payments . approval process will take only 1 minute . please visit the
confirmation link below and fill-out our short 30 second secure web-form . http : oov

Task: Sentiment analysis. Classifier: CNN. Original label: 81% Positive. New label: 100% Negative.

Text: 1 went moved to wing wednesday which is all-you-can-eat wings for $ oov even though they raise
the prices it ‘s sl ever really great deal . you can eat as many wings you want to get all the different
Havers tastes and have a good time enjoying the atmosphere . the girls are smoking hot ! all the types of
sagees dressings are awesome ! and 1 had at least 25 wings in one sitting . 1 would definitely certainly go

again ust simply not every wednesday friday maybe once a month .

Task: Fake news detection. Classifier: Naive Bayes. Original label: 97% Fake. New label: 100% Real

Text: trump supporter whose bratal ferocious beating by black sreb gangsta was caught on vdee tape asks
demands : © what happened to america ? 7 [ video |, 7 david oov . a 49 year eld former ehiecage rochester
man who was brutally beaten by a meb lowlife of black democrats asks demands , * what happened to
america 7~ here is his very sad disappointing story
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EvasioAttacks in the Wild
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Cerber Starts Evading Machine Learning

Posted on: March 28, 2017 at 1:00 am Posted in: Malware, Ransomware
Author: Gilbert Sison (Threats Analyst)
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The CERBER family of ransomware has been found to have
adopted a new technique to make itself harder to detect: itis
now using a new loader that appears to be designed to evade
detection by machine learning solutions. This loader is
designed to hollow out a normal process where the code of
CERBER is instead run.

Behavior and Analysis

Ransomware typically arrives via email, and these new
CERBER variants are no exception. Emails that claim to be from
various utilities may have been used. The emails contain a link
1o a self-extracting archive, which has been uploaded to a Dropbox account controlled by the
attackers. The target then downloads and opens it to infect a system. The following flow chart
shows what happens next.
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family of ransomware has adopted a new technigue to evade detection by machine learning solutions.
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Evasion Attacks
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Successful attacks against one machine learning
system are often successful against similar ones.

We can craft effective bladbox attacks with:

A Surrogate models
A Surrogate datasets

NicolasPapernot Patrick McDaniel, laGoodfellovd Transferability in Machine Learning: from
Phenomena to BlaeRox Attacks using Adversarial Sam@lésXivpreprint arXiv:1605.07277, 2016.



Types of Evasion Attacks
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Types of Evasighttacks (formulation)

Different formulations have been proposed in the research literature:

A Minimum distanceattack strategies:
v =argmin d(z',x) st F(x') =y

xr

A Attacks withbudget constraints

¥ =argmax £(f(2),y) st d(a',x)<T
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A Approximations fast Gradient Sign Methgd

r+esgn(V.L(0,x,y))
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Adversarial Training

A Retrain the network including adversarial examples in the
training dataset.
A Can help to partially mitigate the problem.
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Approaches:
A min-max training

nbin p(#), where p(0)=Eq ,).p 1(131&}L(H x4+ 0,Y)

A Ensemble adversarial trainindnclude adversarial
examples from different machine learning models.

A.Madry, A.Makeloy L. Schmidt, D. Tsipras, andvfadu dTowards Deep Learning Models Resistant to Adversarial Atacks. / [ w X
2018.

FlorianTrameéy AlexKurakin NicolasPapernot lanGoodfellow DanBoneh Patricka O 5 |y Bn&efnidbe Adversarial Training: Attacks

and Defences. L/ [ wX HAmMy ®
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Universal Adversarial Perturbations

S:-M. MoosaviDezfoolj A.Fawzj O.Fawzj and PFrossarddUniversalAdversarial Perturbatiods
CCVPRop. 86¢94, 2017.
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